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1/4. What is an emotion according to affective 
scientists?



What is an emotion?



Bodily feeling theory

James. 1884. What is an Emotion?



Appraisal theory

Arnold, M. B. 1960. Emotion and personality. 



Appraisal theory

Lazarus. 1991. Emotion and adaptation.



Basic emotions theory

Ekman & Friesen. 1971. "Constants across cultures in the face and emotion"



Constructivist theory

Russell, James. 1980. "A circumplex model of affect"

Russell and Barrett. 1999. "Core affect, […]”



It’s a bodily 
feeling!

It’s a labeled 
affect!

It’s a cognitive 
reaction!

It’s a universal 
expression!



A (rather) consensual synthesis

Scherer and Moors. 2019 “The emotion process: […]”



What is emotion analysis?

Emotion annotation schemes in natural language processing
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Sentiment analysis

Sentiment analysis categorizes text into positive, negative or neutral
sentiment.

I "I love the new features of this app!": positive
I "The customer service was terrible.": negative

Aspect-based sentiment analysis analyzes sentiments associated with
specific aspects of an object.

I "While the design is sleek, the device heats quickly, which is
concerning.": positive towards design, negative towards heat
management.
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Russel’s circumplex model, 2005

Annotation schemes inspired by Russel’s circumplex model rate text on
two dimensions: valence and arousal.

I Valence (pleasantness):
I "The garden’s beauty in spring is breathtaking.": high

I Arousal (intensity of emotion):
I "Reading the book on a quiet evening was quite relaxing.": low
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Emotion analysis

Discrete emotion analysis classifies text into discrete states such as joy,
sadness, anger, etc.

I "I am thrilled about my promotion!": joy

Event-focused analysis evaluates emotions based on specific events or
experiences.

I "When my flight got delayed, I felt very frustrated.": anger towards
the event of flight delay

Structured emotion analysis explores emotion semantic roles, such as
emotion reasons and targets: "Who feels What, towards Whom, and
Why?".

I "I am angry at John because he forgot our anniversary."
I Experiencer: I
I Emotion: anger
I Target: John
I Cause: John forgetting the anniversary
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Ortony, Clore and Collins’ model of emotion, 1988
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Event-focused analysis and appraisal theories

Event-focused analysis aligns with appraisal theories by assessing how
events are interpreted, leading to emotional responses.

I "After years of hard work, I finally received the promotion I had been
striving for at my job."
I Valence: positive evaluation of the event.
I Agency: internal, attributed to self.
I Control: high, due to personal effort influencing the outcome.
I Goal relevance: high importance in relation to personal career goals.
I Emotion: satisfaction
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Scherer’s component process model, 2009
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Emotion recognition based on psychological components

A corpus of 800 emotional narratives structured according to emotion
components, collected during emotion regulation sessions

Component Answer
behavior I’m giving a lecture on a Friday morning at 8:30. A student

goes out and comes back a few moments later with a coffee
in his hand.

feeling My heart is beating fast, and I freeze, waiting to know
how to act.

thinking I think this student is disrupting my class.
evaluation The student attacks my ability to be respected in class.

Emotion Recognition based on Psychological Components in Guided Narratives for Emotion Regulation. Proceedings of the 7th Joint SIGHUM

Workshop on Computational Linguistics for Cultural Heritage, Social Sciences, Humanities and Literature (EACL), may 2023.
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Automatic coding of characters and their emotions in dream

narratives with language models

to be published...
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Where is emotion analysis going?

Current limitations and challenges
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Typology of emotion expression modes

I Some psychological theories are used to define discrete emotions,
affective dimensions or cognitive dimensions to detect in text.

I The process of verbalizing emotion is little considered, linguistic
theories are overlooked.

I The linguistic theory of Raphael Micheli identifies ways in which
emotion can be made manifest through verbal signs. The emotion
expression modes are designated emotion, shown emotion, and
suggested emotion.
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Typology of emotion expression modes: labeled emotion

Labeled emotions use specific words to name emotions ("happy") and
experiencers ("I"). The emotion is the theme.
Example: "I am happy today.". Easy to detect as it doesn’t rely on any
specific contexts, don’t need to infer implicit experiencers
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Typology of emotion expression modes: displayed emotion

Displayed emotions are revealed through diverse linguistic features, such
as interjections ("Wow") and punctuations ("!")
Example: "Wow! That’s amazing!".
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Typology of emotion expression modes: suggested emotion

Suggested emotions are implied by describing typical situations, inferred
from cultural contexts.
Example: "I received a surprise gift". Inference:
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Mahowald, K., Ivanova, A. A., Blank, I. A., Kanwisher, N., Tenenbaum, J. B., & Fedorenko, E. (2023).
Dissociating language and thought in large language models.

LLMs perform well on benchmarks of diverse linguistic phenomena LLMs learn hierarchical structure

LLMs learn abstractions Following Ambridge (2020), we define an abstraction as a generalized linguistic
representation—such as a part-ofspeech category (e.g., noun or verb) or grammatical role (e.g., subject or object)–

handle long-distance number agreement even for novel combinations of words

large body of work has tested for linguistic abstraction in LLMs using a method called probing

, even if abstract categories can be decoded from model representations, a model might not necessarily be using
this knowledge (a problem that can be at least somewhat ameloriated with models that causally intervene on
representations

the fact that LLMs show evidence of representing hierarchical structure and abstract linguistic patterns suggests
that powerful language models can learn linguistic rules and regularities from textual input.

Recent evidence suggests that LLMs learn syntactic constructions (Tayyar Madabushi et al., 2020; Tseng et al.,
2022; Weissweiler et al., 2023). These constructions can be idiosyncratic, lexically sensitive, and relatively rare,
such as “a beautiful five days in Austin”

LLMs are predictive of activity in the human language network

at least some of LLMs representations are driven by the same factors as the language network

one can establish a direct mapping between internal LLM representations and neural activity patterns within the
language network. This mapping can be successfully used to predict brain responses to novel sentences and words
in previously unseen contexts

LLMs today generate highly coherent, grammatical texts that can be indistinguishable from human output. In
doing so, they exhibit at least some knowledge of hierarchical structure and abstract linguistic categories while
successfully capturing human brain responses during language processing

i) formal reasoning—a host of abilities including logical reasoning, mathematical reasoning, relational reasoning,
computational thinking, and novel problem solving; ii) world knowledge—knowledge of objects and their properties,
actions, events, social agents, facts, and ideas; iii) situation modeling—the dynamic tracking of protagonists,
locations, and events as a narrative/conversation unfolds over time; and iv) social reasoning—understanding the
social context of linguistic exchanges, including what knowledge is shared, or in ‘common ground’, what the mental
states of conversation participants are, and pragmatic reasoning ability. A simple conversation typically requires the
use of all four of these capacities, yet none of them are specific to language use

Formal reasoning

World knowledge and commonsense reasoning

Situation modelling

, a "situation model" — a relatively abstract mental model of entities, relations between them, and a sequence of
states they had been in or events they had participated in

The language network in humans does not appear to track structure above the clause level. Instead, integration of
meaning over longer periods of time likely takes place within the so-called default network. Crucially, the default
network tracks both linguistic and non-linguistic narratives, indicating that situation modeling is not a
language-specific skill.

6Recent work has suggested that the default network may consist of two distinct interdigitated sub-networks
(Braga et al., 2019; Deen and Freiwald, 2022; DiNicola et al., 2020). One of these sub-networks appears to
correspond to the Theory of Mind network

Situation modeling in LLMs faces two main challenges: (1) extracting information from many sentences in a row;
(2) making use of incoming inputs to track entities and events

whether robust situation model building over shorter span of text is feasible using an LLM-only architecture
remains a matter of debate

Social reasoning

"Water!"

the theory of mind network, a set of brain regions that are engaged when their owner is attempting to infer
somebody’s mental state

narratives that require inferring the mental state of the characters engage the theory of mind network regardless of
whether the actual stimuli are texts or movies

in situations where understanding the meaning of an utterance requires inferring the intentions of the speaker.

texts that require inferring the characters’ intentions evoke greater activity than those that do not (Ferstl and von
Cramon, 2002; Fletcher et al., 1995; Saxe and Powell, 2006). Second, the theory of mind network is engaged more
strongly during nonliteral language comprehension, including phenomena like jokes, sarcasm, indirect speech, and
conversational implicature

LLMs’ ability to solve theory of mind tasks has been subject to particular controversy These tasks require both
social knowledge and the ability to maintain a situation model (Section 4.3). A typical example would feature
character X moving an object from location A to location B while character Y is not around and so, does not see
the move. The goal is to predict the true location of the object (location B) and the location where character Y
believes the object is (location A) A bold claim that fine-tuned LLMs (GPT-3.5 and up) have mastered theory of
mind tasks (Kosinski, 2023) was quickly countered by a demonstration that including basic controls (such as
character Y being told about the true object location) brought LLM performance to below-chance levels (Ullman,
2023) Several other studies have identified limitations in LLM performance on theory of mind tasks

we have advanced the thesis that formal and functional linguistic competence are distinct capabilities, recruiting
different machinery in the human brain. We have shown that formal competence emerges in contemporary LLMs
as a result of the word-in-context prediction objective; however, this objective alone appears insufficient for
equipping LLMs with functional linguistic competence skills.

researchers have employed targeted fine-tuning techniques, as well as augmenting base LLMs with additional
modules that support extra-linguistic skills.

y, the desire for this kind of modularity has expanded to include attempts to augment language models with the
ability to call separate programs, as in including API calls (Schick et al., 2023), mathematical calculators (Cobbe
et al., 2021), planners (Liu et al., 2023)

To assess progress on the road toward building models that use language in human-like ways, it is important to
develop benchmarks that evaluate both formal and functional linguistic competence. This distinction can reduce
the confusion that arises when discussing these models by combating the “good at language -> good at thought”
and the “bad at thought -> bad at language” fallacies.

—

LLMs generate output based on a combination of word co-occurrence knowledge and abstract morphosyntactic
rules.

Excessive reliance on statistical regularities the models can be "right for the wrong reason" (McCoy et al., 2019)
and leverage certain features in the input that aren’t the ones being tested (Chaves, 2020). For instance, adding
noise or distracting information can degrade model performance on a variety of tasks

Unrealistic amounts of training data (still some debate) Most LLMs that achieve near-human performance are
trained on vastly more data than a child is exposed to Ongoing work is actively exploring the extent to which
models that are trained on more realistic amounts and kinds of input and/or in otherwise more realistic ways can
still learn critical aspects of language (Warstadt and Bowman, 2022). An ongoing competition, BabyLM, solicits
submissions of language models trained on either a fixed corpus of 10M or 100M words—which are posited to be in
the range of the number of words heard by a 10-year-old child
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3/4. Humans’ cognitive capacities for emotion 
understanding



Two broad models of communication

- 📖 The dictionary model (code, semantic model)
- ੯ The detective model (inferential, Gricean, pragmatic model)

For the distinction in linguistics/philosophy of language: see e.g. Sperber and Wilson 
(1986/95) “Relevance”, chap.1 or Schlenker (2016) “The semantics-pragmatics interface”
In the study of language evolution: Tomasello 2008, Scott-Phillips 2015, Moore 2017, Bar-On 
2017, Reboul 2017, Sterelny 2017
In developmental psychology: Csibra and Gergely 2009, Tomasello 2009, Csibra 2010.
In primatology: Moore 2014, Sievers and Gruber 2016, Townsend et al 2017.



📖 The dictionary model

Code Code

Sender

📖 Encoding

Receiver

📖 DecodingSignal (a 
set of cues)



NB: There are conventional codes and natural codes (= non-conventional).

Code Code

Sender

📖 Encoding

Receiver

📖 EncodingSignal (a 
set of cues)



Limitation of the dictionary model

In some cases, codes underdetermine meaning.

Typically: conversational implicatures (implicit meaning).
- Sam: Do you want more coffee?
- Bob: Coffee would keep me awake.

- Peter: Did John pay back the money he owed you?
- Mary: He forgot to go to the bank.
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💕 
BFF
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💕 
BFF
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Underdeterminacy in emotional expression
Codes for facial expressions underdetermine what emotion kind is expressed.

Aviezer et al., (2008) “Angry, disgusted, or afraid? Studies on the malleability of emotion 
perception” 30



31
Barrett, L. F., Mesquita, B., & Gendron, M. (2011). Context in emotion 
perception. 
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Underdeterminacy in emotional expression

What facial expressions encode

⤳ sad OR moved/touched

⤳ angry OR proud/boastful 

⤳ angry OR in pain OR extactic

⤳ disgusted OR angry OR sad OR scared
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Underdeterminacy in emotional expression

34

Juslin and Laukka (2003) “Communication of Emotions in Vocal Expression and Music 
Performance: Different Channels, Same Code?”, p. 802

Vocal expression



Underdeterminacy in emotional expression

Affect encoded Laughter acoustic cues

Positive emotions (joy, mirth, 
playfulness, …)

“Duchenne laughter”: louder, higher 
pitched, lasts longer, more calls per 

bouts, …

Affiliation, aggressiveness, 
embarrassment, fear, joy, mirth, 

relief, playfulness, social anxiety, …

“Non-Duchenne laughter”: softer, 
lower pitched, briefer, less calls per 

bouts, …

Bonard (2021) Meaning and emotion, ch. 1. 
35
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Underdeterminacy in emotional expression

Verbal expressions

Back to Gustave’s typology (from Micheli 2013): 

Labeled emotions

- “I’m happy today” → Ok

Displayed emotions

- “Wow!”, “Damn!”, “Fuck!”, “Shit!”, “Ah!”, “Oh!” → Positive or negative?

Suggested emotions

- “I received a surprise gift”, “My dog died” → Emotions?
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Underdeterminacy in emotional expression

Underdeterminacy 1: what emotional expressions encode underdetermines what 
type of emotion they express.

Underdeterminacy 2: what they encode also underdetermines what they are 
about.
Aviezer et al., (2008) “Angry, disgusted, or afraid? Studies on the malleability of emotion perception”

Barrett and Kensinger (2010) “Context is routinely encoded during emotion perception”

Barrett, L. F., Mesquita, B., & Gendron, M. (2011). Context in emotion perception. 

Barrett, L. F., Adolphs, R., Marsella, S., Martinez, A. M., & Pollak, S. D. (2019). Emotional expressions

Bonard (2023) “Natural meaning, probabilistic meaning, and the interpretation of emotional signs”

Bonard (2023) “Underdeterminacy without ostension: A blind spot in the prevailing models of communication”

Kayyal, Widen, and Russell (2015) “Context is more powerful than we think: contextual cues override facial cues even for 
valence”

Masuda et al. (2016) ”Placing the face in context: cultural differences in the perception of facial emotion”

Ong, Zaki, and Goodman (2019) “Computational models of emotion inference in theory of mind: a review and roadmap” 37



Underdeterminacy in emotional expression

However, we easily understand what they are about!

💕 
BFF
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Underdeterminacy in emotional expression

39

A: “You must be starving! I’ve made some chili con carne!”

B: ”I’ve already eaten ☺”

vs.

B: ”I’ve already eaten 😔”

Example adapted from Grosz et al (2022) "A semantics of face emoji in discourse." 



Underdeterminacy in emotional expression

”Nobody told me today was a holiday 😔”

vs.

”Nobody told me today was a holiday ☺”

Example adapted from Grosz et al (2022) "A semantics of face emoji in discourse." 
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Underdeterminacy in emotional expression

How do we disambiguate emotional expressions?

Bonard (2022) “Beyond ostension: Introducing the expressive principle of 
relevance”

Bonard (2023) “Underdeterminacy without ostension: A blind spot in the prevailing 
models of communication”
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੯ The detective model of 
communication

Sender (📖 Encoding)

Displaying evidence 
for communication

Receiver

Signal

(📖 Decoding)

੯ Inferring what is 
communicated

Common ground + 
pragmatic expectations

Grice, 1967/89; Lewis, 1969; Searle, 1969; Schiffer, 1972; Stalnaker 1978, 2014; Bach & 
Harnish, 1979; Horn, 1984; Sperber & Wilson, 1986/95, 2015; Levinson, 2000; Green, 2007; 
Tomasello, 2008; Wharton, 2009; Moore, 2017, and more.



Sender (📖 Encoding)

Displaying 
communicative 

intentions 

Receiver

Signal

(📖 Decoding)

੯ Inferring 
communicative 

intentions

Common ground + 
pragmatic expectations

• Sam: Do you want more coffee? Bob: Coffee would keep me awake.





੯ The detective model of 
communication

💕 
BFF
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੯ The detective model of 
communication
E.g. Grice, 1967/89; Lewis, 1969; Searle, 1969; Schiffer, 1972; Stalnaker 
1978, 2014; Bach & Harnish, 1979; Horn, 1984; Sperber & Wilson, 1986/95, 
2015; S. Levinson, 2000; Green, 2007; Tomasello, 2008; Wharton, 2009; 
Moore, 2017.
1. Encoding–decoding mechanism
2. Display of communicative intentions or expressive cues
3. Pragmatic expectations, principles of communication
4. Common ground
5. Mentalizing (mindreading, theory of mind) based on evidence 1–4.
6. Update of common ground with encoded and implicated information

46



4/4. How to improve emotion analysis in 
NLP?



How to improve emotion analysis?

Prompt approaches for increasing functional competence
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Wei, J., Wang, X., Schuurmans, D., Bosma, M., Ichter, B., Xia, F., Chi, E., Le, Q., & Zhou, D. (2023).
Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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Kojima, T., Gu, S. S., Reid, M., Matsuo, Y., & Iwasawa, Y. (2023). Large Language Models are Zero-Shot
Reasoners.
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Wang et al. (2023). Self-Consistency Improves Chain of Thought Reasoning in Language Models.
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Zhang, Z., Yao, Y., Zhang, A., Tang, X., Ma, X., He, Z., Wang, Y., Gerstein, M., Wang, R., Liu, G., & Zhao, H.
(2023). Igniting Language Intelligence: The Hitchhiker’s Guide From Chain-of-Thought Reasoning to Language
Agents.
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Zhang, Z., Yao, Y., Zhang, A., Tang, X., Ma, X., He, Z., Wang, Y., Gerstein, M., Wang, R., Liu, G., & Zhao, H.
(2023). Igniting Language Intelligence: The Hitchhiker’s Guide From Chain-of-Thought Reasoning to Language
Agents.
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Deng, Y., Zhang, W., Chen, Z., & Gu, Q. (2023). Rephrase and Respond: Let Large Language Models Ask
Better Questions for Themselves
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Madaan, A., Tandon, N., Gupta, P., Hallinan, S., Gao, L., Wiegreffe, S., Alon, U., Dziri, N., Prabhumoye, S.,
Yang, Y., Gupta, S., Majumder, B. P., Hermann, K., Welleck, S., Yazdanbakhsh, A., & Clark, P. (2023).
Self-Refine: Iterative Refinement with Self-Feedback.
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Deshpande, A., Murahari, V., Rajpurohit, T., Kalyan, A., & Narasimhan, K. (2023). Toxicity in ChatGPT:
Analyzing Persona-assigned Language Models
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Liang, T., He, Z., Jiao, W., Wang, X., Wang, Y., Wang, R., Yang, Y., Tu, Z., & Shi, S. (2023). Encouraging
Divergent Thinking in Large Language Models through Multi-Agent Debate.
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Wang, Z., Mao, S., Wu, W., Ge, T., Wei, F., & Ji, H. (2023). Unleashing Cognitive Synergy in Large Language
Models: A Task-Solving Agent through Multi-Persona Self-Collaboration.
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Li, C., Wang, J., Zhang, Y., Zhu, K., Hou, W., Lian, J., Luo, F., Yang, Q., & Xie, X. (2023). Large Language
Models Understand and Can be Enhanced by Emotional Stimuli.
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How to create a prompt?

An example for improving emotion regulation
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Analyzing "the disturbing student" narrative

“I’m giving a lecture on a Friday morning at 8:30. A student goes out
and comes back a few moments later with a coffee in his hand. My heart
is beating fast, and I freeze, waiting to know how to act. I think this
student is disrupting my class. The student attacks my ability to be
respected in class.”
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<emotional narrative>

Suggest actions the author of the narrative could take to better manage
similar situations.
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Include details to get more relevant answers

Task: I want to analyze a narrative from someone who wants to
better manage his emotions. Based on an emotional narrative,
suggest actions the author of the narrative could take to better manage
similar situations. Insert the prefix "Suggested actions: " before
your answer.

Emotional narrative: <emotional narrative>
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Use zero-shot Chain-of-Thought prompting

Task: I want to analyze a narrative from someone who wants to better
manage his emotions. Based on an emotional narrative, suggest actions
the author of the narrative could take to better manage similar situations.
Insert the prefix "Suggested actions: " before your answer. Let’s think
step-by-step.

Emotional narrative: <emotional narrative>
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Use emotional stimuli

Task: I want to analyze a narrative from someone who wants to better
manage his emotions. Based on an emotional narrative, suggest actions
the author of the narrative could take to better manage similar situations.
Insert the prefix "Suggested actions: " before your answer. This task is
very important for the author, as she wants to better manage her
emotions and improve her mental health. Let’s think step-by-step.

Emotional narrative: <emotional narrative>
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Ask the model to adopt a persona

Task: I want to analyze a narrative from someone who wants to better
manage his emotions. You are an expert in cognitive-behavioral
therapy. Based on an emotional narrative, suggest actions the author of
the narrative could take to better manage similar situations. Insert the
prefix "Suggested actions: " before your answer. This task is very
important for the author, as she wants to better manage her emotions
and improve her mental health. Let’s think step-by-step.

Emotional narrative: <emotional narrative>
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Specify the steps required to complete a task

Task: <description of the task>

Follow these steps to complete the task:

Step 1 - Analyze the general situation of the narrative. Let’s think
step-by-step.

Step 2 - Imagine you’re a camera with an objective view of the
situation. Identify the different characters in the narrative and
their observable behaviors. Let’s think step-by-step.

Step 3 - Imagine you’re inside the mind of each character in the
narrative. Analyze their thoughts and physical feelings, even if
they’re not mentioned in the narrative. Let’s think step-by-step.

Step 4 - Based on the previous steps, suggest the best actions the
author could take to better manage similar situations. Do not
suggest general advice, emotional or stress management
techniques such as relaxation, deep breathing, or meditation. The
suggested actions must be satisfactory and realistic in the author’s
specific context. Let’s think step-by-step.
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Use self-reflection to enhance initial outputs

Task: <description of the task>

Follow these steps to complete the task:

Step 1 - Imagine you’re in the mind of the author. Mentally replay the
situation and describe it using present tense and first-person singular
pronouns.

Step 2 - Imagine you’re in the mind of the author. Perform each
suggested action. Then, describe your resulting physical feelings and
thoughts using present tense and first-person singular pronouns.

Step 3 - Imagine you’re in the mind of the author. Compare your
resulting physical feelings and thoughts for each suggested action. Are
the suggested actions satisfying and realistic? Imagine different reasons
why you might not like a suggested action. Let’s think step-by-step.

Step 4 - Based on the previous steps, keep the most satisfying and
realistic actions for the author. Summarize the new suggested actions
and improve them if possible. Insert the prefix: "Suggested new actions:
" before your final answer. Let’s think step-by-step.
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Simulate a multi-round collaboration process to solve the task

When faced with a task, begin by identifying the participants who will
contribute to solving the task. Then, initiate a multi-round collaboration
process until a final solution is reached. The participants will give critical
comments and detailed suggestions whenever necessary.

Now, identify the participants and collaboratively solve the following task
step by step. Participants must include all the characters in the narrative
below.

Task: I want to analyze a narrative from someone wanting to better
manage his emotions. Based on a narrative, suggest actions the author
could take to better manage similar situations. Do not suggest general
advice and emotional management techniques such as relaxation or
meditation. The suggested actions must be satisfactory and realistic in
the author’s specific context. All the characters in the narrative must be
participants in the discussion. This task is important for the author, as
she wants to better manage her emotions and improve her mental health.
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Analyzing "the disturbing student" narrative

“I’m giving a lecture on a Friday morning at 8:30. A student goes out
and comes back a few moments later with a coffee in his hand. My heart
is beating fast, and I freeze, waiting to know how to act. I think this
student is disrupting my class. The student attacks my ability to be
respected in class.”
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Applying our prompt

<analysis using multiple steps>

Suggested Actions:

I Reframe the student’s action as non-personal.
I Use immediate stress management techniques like deep breathing.
I Establish and communicate class rules regarding student movements.
I Gather student feedback on class environment and rules.
I Cultivate empathy for students’ perspectives.
I Enhance skills in classroom management through professional

development.

https://chat.openai.com/share/e8a80f4f-7f63-4a50-ba88-b117a14cc5f1
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Refining the suggested actions using our self-reflection

prompt

<self-reflection>

Suggested Actions:

I Use immediate stress management techniques like deep breathing to
manage physical symptoms of stress.

I Reframe the student’s action as non-personal to regulate emotions
and maintain a professional demeanor.

I Establish and communicate class rules regarding student movements
to set clear expectations and prevent future disruptions.

I Enhance skills in classroom management through professional
development to build confidence and competence in handling such
situations.

https://chat.openai.com/share/80ac67fc-34a6-4a4c-a93b-9a4aa2984855
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Applying our multi-persona prompt (1)

The participants in this discussion will be:

I The Author (Lecturer)
I The Student
I Colleague (Another teacher or professor who can provide a different

perspective)
I A Counselor or Psychologist (To provide professional insight on

emotion management)

<collaboration process>
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Applying our multi-persona prompt (2)

<collaboration process>

Finish collaboration!

Final Suggested Actions:

I The Author (Lecturer) should try to reframe such incidents as normal
student behavior, not personal attacks.

I Communicate classroom expectations clearly at the beginning of the
term.

I Consider a light-hearted response to similar situations to maintain a
positive classroom atmosphere.

I Reflect on the reasons behind strong emotional responses to student
behaviors.

I If needed, address similar incidents calmly and constructively after the
class.

https://chat.openai.com/share/dfec3be7-1f95-4483-bb35-df16345e7f84
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What’s next?

I Understand ambivalence, cognitive dissonance, and emotion
incoherence by simulating different parts of the mind

I Provide automatic feedbacks for improving emotion regulation
I Improve the emotional intelligence of embodied agents
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Conclusion

I Emotion annotation schemes bring ideas from other disciplines
I Prompt approaches increase functional competence
I Situation modeling and social reasoning tasks are still underexplored
I LLMs are useful for psychology research; can we research the

psychology of LLMs?
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Psychology of LLMs

I LLMs show humanlike responses in
some tests, but do these tests
accurately assess AI understanding?

I LLMs rely on vast statistical
correlations. Can this be a new form of
understanding?

I Need to develop new benchmarks and
probing methods for “exotic entities”
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Perez, E., Ringer, S., Lukošiūtė, K., Nguyen, K., Chen, E., Heiner, S., Pettit, C., Olsson, C., Kundu, S.,
Kadavath, S., Jones, A., Chen, A., Mann, B., Israel, B., Seethor, B., McKinnon, C., Olah, C., Yan, D., Amodei,
D., . . . Kaplan, J. (2022). Discovering Language Model Behaviors with Model-Written Evaluations.
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1. Encoding–decoding mechanism
Codes for facial emotion expressions, emotions labels

2. Display of communicative intentions or expressive cues
Labelled emotions, displayed emotions, suggested emotions?

3. Pragmatic expectations, principles of communication
Emotions are reactions to stimuli appraised as relevant to one’s goals

4. Common ground
Their culture highly values friendship, Maria just lost her friend, …

5. Mentalizing (mindreading, theory of mind) based on evidence 1–4.
6. Update of common ground with encoded and implicated information

੯ The detective model, emotion, and AI
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